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We present an analysis of the equilibrium thermodynamics of two-step metal oxide-based water and carbon
dioxide-splitting cycles. Within this theoretical framework, we propose a first-principles computational ap-
proach based on density-functional theory �DFT� for evaluating new materials for these cycles. Our treatment
of redox-based gas-splitting chemistry is completely general so that the thermodynamic conclusions herein
hold for all materials used for such a process and could easily be generalized to any gas as well. We determine
the temperature and pressure regimes in which the thermal reduction �TR� and gas-splitting �GS� steps of these
cycles are thermodynamically favorable in terms of the enthalpy and entropy of oxide reduction, which
represents a useful materials design goal. We show that several driving forces, including low TR pressure and
a large positive solid-state entropy of reduction of the oxide, have the potential to enable future, more prom-
ising two-step gas-splitting cycles. Finally, we demonstrate a practical computational methodology for effi-
ciently screening new materials for gas-splitting applications and find that first-principles DFT calculations can
provide very accurate predictions of high-temperature thermodynamic properties relevant to gas splitting.
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I. INTRODUCTION

Water thermolysis is a promising means to produce hy-
drogen by thermochemically splitting water molecules. Car-
bon dioxide splitting generates CO, a hydrocarbon fuel
precursor,1,2 and the decomposition of CO2 is also interesting
for reducing greenhouse gas emissions.3,4 However, directly
decomposing H2O with thermal energy requires impractical
temperatures of about 4300 K,5 as well as a gas separation
mechanism,6,7 and a similarly discouraging picture also ex-
ists for CO2.2 The most popular approach for increasing yield
in the CO2-splitting community has been the use of mem-
brane reactors1–4 that continually remove CO product to keep
the system out of equilibrium. Recent work in the water-
splitting field, on the other hand, has generally focused on
identifying materials that can reversibly participate in a
lower-temperature redox cycle whose net output is H2

+ 1
2O2; an analogous process can be envisioned for splitting

CO2. Such a redox cycle can, in principle, have an arbitrary
number of steps; the larger the number of steps, the lower the
temperatures needed for each but the lower the cycle’s maxi-
mum thermodynamic efficiency.8 Thus, two-step �or, in some
instances, three-step9� cycles seem to represent the best com-
bination of feasible reaction temperatures and thermody-
namic efficiency.

In a typical two-step gas-splitting �GS� cycle, the subject
of this work, an oxide material is reduced at very high tem-
perature �up to 2000 K�. Then, the material reoxidizes by
reacting with H2O or CO2 and generating H2 or CO �at
around 1000 K�. These materials often are metal oxides and
the two reaction steps can be represented as

MOx → MOx−1 +
1

2
O2 �1�

and

MOx−1 + H2O → MOx + H2 �2a�

or

MOx−1 + CO2 → MOx + CO, �2b�

where M is a metal, MOx is the corresponding metal oxide,
and MOx−1 is the reduced oxide. Reaction 1 is called the
thermal reduction �TR� step and reaction 2 is the GS step.

Although reactions 1 and 2 are written schematically in
terms of simple binary, stoichiometric line compounds, they
can represent much more complex situations as well, e.g.,
off-stoichiometric phases, solution phases, and multicompo-
nent oxide materials. For instance, M might generally repre-
sent a combination of metals, and MOx−1 the reduced oxide
products, which could be a mixture of an arbitrary number of
compounds or solution phases. In a simple case, MOx might
represent 2CeO2 and MOx−1 would represent Ce2O3. In a
more complex case, where MOx is 3CoFe2O4 and a two-step
decomposition takes place,10 MOx−1 would be �2Fe3O4
+3CoO� for the first stage; these products are then reduced
again in the second stage. We return to the issue of off-
stoichiometric and solution phases below.

The purpose of this paper is to elucidate the factors enter-
ing the thermodynamics of a general two-step gas-splitting
cycle and then to present a computational approach for pre-
dicting the thermodynamics of gas-splitting materials. First-
principles calculations have never before been applied to the
evaluation of gas-splitting materials. There are many previ-
ous discussions in the literature of the thermodynamics of
particular water-splitting cycles, for example, in the form of
new cycle proposals,6,11–13 material-specific analyses,14–18

and reviews.5,8,19–23 Of particular note is Abanades et al.’s
�Ref. 9� analysis of 280 proposed water-splitting methods,
some of which are quite exotic, based on thermodynamics as
well as other factors.9 Discussions of carbon dioxide splitting
are much less numerous but such a process is exactly analo-
gous to water splitting; reducing CO2 has a lower energetic
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cost above 800 °C and reducing H2O becomes more facile
below 800 °C.10

While the above studies all focus on the thermodynamic
functions of specific metal redox couples, we instead con-
struct a general framework for driving forces which contrib-
ute to thermodynamically spontaneous two-step gas-splitting
cycles. Our framework establishes quantitative regimes for
operating temperatures and pressures, as well as the enthalpy
and entropy differences between MOx and MOx−1 that pro-
vide favorable thermodynamics for H2O and CO2 splitting.
Using thermodynamic databases, we apply the results of our
analysis to 105 binary oxide redox reactions. We find that all
of these cycles possess either thermodynamically unfavor-
able TR or GS reactions �or both�. However, several of these
binary oxides are presently used with some success in water-
splitting processes, indicating that nonequilibrium and kinet-
ics considerations are especially important in enabling the
reactions to occur. We emphasize that the present work fo-
cuses on materials thermodynamics, which we view as an
important initial screening criterion for gas-splitting materi-
als; kinetics would represent a subsequent and also very im-
portant criterion. In any case, finding new materials with
more favorable thermodynamics would certainly be benefi-
cial, so we use our framework to provide some guidance for
future materials selection. Additionally, we apply density-
functional theory �DFT� calculations to predict the high-
temperature thermodynamic properties of several gas-
splitting materials and show that they agree very well with
experiment. We therefore suggest that first-principles meth-
ods may be used for screening candidate gas-splitting
materials.

II. TEMPERATURE RANGES FAVORABLE FOR
BOTH TR AND GS

Ideally, one would like both the TR and GS reactions to
be thermodynamically favorable, with negative Gibbs free
energies of reaction. Because the steps run at different tem-
peratures that criterion can be met in certain TTR and TGS
ranges, where TTR is the TR step temperature and TGS is the
GS temperature. This observation has been made in previous
material-specific analyses �e.g., Kodama and Gokon’s
review19� but here, we examine the thermodynamics for a
general two-step cycle. To find the temperatures associated
with favorable energetics, the equilibrium thermodynamic
expressions

�GTR,TTR
= �HTR,TTR

− T · �STR,TTR
� 0 �3�

and

�GGS,TGS
= �HGS,TGS

− T�SGS,TGS
� 0 �4�

must be satisfied. The notation we adopt here and maintain
throughout is that a TR or GS subscript indicates which of
the two steps is under consideration while a TTR or TGS sub-
script specifies the temperature at which each thermody-
namic quantity is computed. The enthalpies and entropies in
Eqs. �3� and �4� can be expressed in terms of those of the
chemical reactants and products �heats of formation �Hf, or

the enthalpies of the compounds relative to the composition-
weighted average of the constituent elements, and standard
entropies S� in reactions 1 and 2

�GTR,TTR
= �Hf ,TTR

MOx−1 − �Hf ,TTR

MOx − TTR

��STTR

MOx−1 +
1

2
STTR

O2 − STTR

MOx� � 0 �5�

and

�GGS,TGS
= �Hf ,TGS

MOx − �Hf ,TGS

MOx−1 − �Hf ,TGS

H2O

− TGS�STGS

MOx + STGS

H2 − STGS

MOx−1 − STGS

H2O� � 0

�6a�

or

�GGS,TGS
= �Hf ,TGS

MOx − �Hf ,TGS

MOx−1 − �Hf ,TGS

CO2

− TGS�STGS

MOx + STGS

CO − STGS

MOx−1 − STGS

CO2� � 0.

�6b�

In these relations, TTR and TGS are chosen reaction tempera-
tures and any properties relating to MOx and MOx−1 are vari-
ables that depend on the materials used. The other material-
independent quantities are well characterized experimentally.
We next analyze the above expressions, first neglecting the
solid-state entropies that appear and subsequently, including
them.

A. Neglecting solid-state entropy

Both the enthalpies and entropies of the oxide species
appear in Eqs. �5� and �6� but to simplify the analysis, it
would be convenient to eliminate the solids’ entropies. Thus,
the approximation

SMOx−1 − SMOx � 0 �7�

will be used for now �and later relaxed�. That is, we assume
here that the difference in solid-state entropies between the
oxide and its reduced form is small, especially as compared
to the gaseous species in the TR and GS reactions. The no-
tational substitution

�Hf
MOx−1 − �Hf

MOx � �Hreduction �8�

will also prove useful since this quantity �assumed tempera-
ture independent� appears in both Eqs. �5� and �6�. Applying
Eqs. �7� and �8� leaves

�GTR,TTR
= �Hreduction − TTR

1

2
STTR

O2 � 0 �9�

and

�GGS,TGS
= − �Hreduction − �Hf ,TGS

H2O − TGS�STGS

H2 − STGS

H2O� � 0

�10a�

or

�GGS,TGS
= − �Hreduction − �Hf ,TGS

CO2 − TGS�STGS

CO − STGS

CO2� � 0.

�10b�
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Of interest are the TR and GS temperature ranges in
which both steps have negative Gibbs free energies of reac-
tion. Setting Eqs. �9� and �10� equal to zero will give the
boundary between the thermodynamically favorable and un-
favorable regions. Adding the two equations cancels out the
only material-dependent property ��Hreduction�; then, defin-
ing �T=TTR−TGS, defining �S as the increase in entropy of
O2 upon heating from TGS to TTR, and using the definition of
the Gibbs free energy of formation of H2O, we have

�T =
− 2�Gf ,TGS

H2O − TGS�S

STTR

O2

�
− 2�Gf ,TGS

H2O

STTR

O2

⇒ STTR

O2 �T

� − 2�Gf ,TGS

H2O �11a�

or

�T =
− 2�Gf ,TGS

CO2 − TGS�S

STTR

O2

�
− 2�Gf ,TGS

CO2

STTR

O2

⇒ STTR

O2 �T

� − 2�Gf ,TGS

CO2 . �11b�

Based on experimental thermodynamic data,24 the �S term
represents a 6% fraction of the numerator for TR at 2000 K
and GS at 1000 K for H2O splitting, or 13% for CO2, and
can be neglected in a rough approximation. Equation �11�
gives the value of �T for which there is exactly zero ther-
modynamic driving force for both reactions; wider TR-GS
temperature differences are required to have thermodynami-
cally favored reactions. We note the following regarding Eq.
�11�: first, there are no material-dependent properties in the
expression. Thus, the size of the temperature difference be-
tween TR and GS reactions is independent of material
choice, neglecting solid-state entropy. The lack of material-
dependent properties also makes extension of Eq. �11� to
reduction of other gases besides H2O and CO2 quite trivial.
Second, the criteria for favorable TR and GS are apparent:
�T and the entropy of O2 serve as driving forces whose
product must equal or exceed twice the free energy of for-
mation of H2O or CO2, which is the barrier to a thermody-
namically preferred two-step cycle. Given that the entropy of
O2 increases with temperature, we would expect the �T tem-
perature window should decrease in size for increasing TR
temperature �or, conversely, �T should widen as the TR tem-
perature is lowered�. Also, the favorable thermodynamics
window �T shrinks to zero at the temperature T=TTR=TGS,
where �Gf

H2O=0 or �Gf
CO2 =0, corresponding to the direct,

one-step thermal splitting of the gases. These conclusions
agree with Miller et al.’s observations10 for water splitting

that a large positive TR entropy �mostly provided by O2� is
desirable and that running TR and GS at the same tempera-
ture implies �GTR and �GGS must have opposite signs and
sum to �Gf

H2O.
We plot the relationship between thermodynamically al-

lowed TTR and TGS �Eq. �11�� for H2O and CO2 in Fig. 1. We
find the optimal window for thermodynamics is quite restric-
tive, especially in light of realistic experimental TR and GS
temperatures. This result agrees with previous efforts for wa-
ter splitting that found no two-step oxide cycles to be prac-
tical below 1373 K �Ref. 25� and the use of three steps to be
necessary for any cycle operating below 1000 K.26 We reit-
erate that this conclusion is independent of the choice of
material and is a simple function of the thermodynamics of
H2O, CO2, and their constituents. Figure 1 also indicates the
beneficial effects of lowering the TR pressure, which we dis-
cuss in more detail below.

In addition to thermodynamic considerations, there are
also practical restrictions on the useful temperature ranges
which may be considered in a real two-step gas-splitting re-
actor. Materials may be highly volatile or suffer irreversible
degradation at very high TR temperatures ��2000 K� and
kinetic processes will be very slow at very low GS tempera-
tures ��1000 K�. These practical issues argue for reduced
values of �T; however, the simple thermodynamic analysis
leading to Fig. 1 shows that small values of �T are only
achievable thermodynamically for very high values of TTR if
solid-state entropy is not considered. We later show that
solid-state entropy represents an additional penalty for most
materials but we argue that it should be possible to tailor a
material that benefits from a positive entropy change upon
reduction.

B. Pressure effects

Equation �11� is plotted in Fig. 1 for TR pressures of 1,
0.1, and 0.01 atm. Pressure effects can be incorporated by
treating oxygen as an ideal gas and simply including a
−R ln�P� term in Eq. �9�. Pressure is not expected to play a

500 1000 1500 2000

GS Temperature (K)

1500

2000

2500

3000

T
R
T
e
m
p
e
ra
tu
re
(K
) TR and GS favorable

TR and/or GS unfavorable

TR at 1 atm

TR at 0.1 atm

TR at 0.01 atm

H2
O

CO
2

FIG. 1. �Color online� Temperature and pressure ranges in
which TR and GS are thermodynamically favorable, neglecting
solid-state entropy �from Eq. �11��. The window in which both TR
and GS are favorable is restrictive from experimental and materials
standpoints.
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major role in adjusting the thermodynamics of GS, as gases
appear on both sides of the reaction. During TR, however, a
partial vacuum can be used to help drive oxygen release27

and Fig. 1 indicates the magnitude of these pressure effects
on the ideal thermodynamic operating window.

C. Effect of solid-state entropy

Up to this point, the present analysis has neglected the
role of the solid-state entropy difference between the two
oxide materials. Returning to Eqs. �5� and �6�, and relaxing
the entropy assumption, we now introduce another materials
property �assumed temperature independent�,

SMOx−1 − SMOx � �Sreduction. �12�

Equations �5� and �6� then become

�GTR,TTR
= �Hreduction − TTR��Sreduction +

1

2
STTR

O2 � � 0

�13�

and

�GGS,TGS
= − �Hreduction − �Hf ,TGS

H2O

− TGS�− �Sreduction + STGS

H2 − STGS

H2O� � 0

�14a�

or

�GGS,TGS
= − �Hreduction − �Hf ,TGS

CO2

− TGS�− �Sreduction + STGS

CO − STGS

CO2� � 0.

�14b�

Similarly, the �T expression from Eq. �11� can be modified
to include �Sreduction,

�T =
− 2�Gf ,TGS

H2O − TGS�S

STTR

O2 + 2�Sreduction

�15a�

or

�T =
− 2�Gf ,TGS

CO2 − TGS�S

STTR

O2 + 2�Sreduction

. �15b�

Equation �15� indicates that a positive �Sreduction reduces the
�T needed for favorable TR and GS. However, if �Sreduction
is negative �as it is in most elemental oxides�, it tends to
counteract the thermodynamic driving force of O2 entropy.
The thermodynamically favorable TR-GS temperature win-
dow is plotted in Fig. 2 for several constant values of
�Sreduction. The plot demonstrates that large positive values
of �Sreduction can greatly improve the energetics of a two-step
gas-splitting cycle. Thus, �Sreduction must be considered an
important materials design variable along with, as we later
show, �Hreduction.

III. OPTIMIZING THE ENERGETICS OF TR AND GS

The ultimate goals of this analysis are to provide quanti-
tative targets for the ideal thermodynamic properties of oxide

materials used in two-step gas-splitting cycles and then to
show that computational methods may be used to predict the
thermodynamics of proposed gas-splitting cycles. Presently
employed gas-splitting materials do, of course, function even
if one or both steps have unfavorable equilibrium
thermodynamics—some product will always be observed re-
gardless of the values of �GTR and �GGS, and nonequilib-
rium techniques can push reactions in the desired direction—
but lowering �GTR and �GGS would certainly enhance the
cycles’ performance. Allendorf et al.,18 for example, discuss
both equilibrium considerations and the great importance of
nonequilibrium factors in practical solar thermochemical
water-splitting processes. Here we are concerned with defin-
ing the �Hreduction and �Sreduction regimes that make both TR
and GS thermodynamically favorable, and then determining
whether any binary oxides fall in that window. This ideal
window, found by simultaneously satisfying Eqs. �13� and
�14�, is shown in Fig. 3, along with experimental data24 for
105 binary oxides.

Among the oxides shown in Fig. 3 are the Fe3O4,7,9,14,16,21

CeO2,29 Mn3O4,14,16 Co3O4,14 Nb2O5,14 WO3,19 SnO2,9

In2O3,9 CdO,16 and ZnO9,11,21 cycles that have generated in-
terest in the water thermolysis community. Interestingly,
these materials are identified as some of the best in our
framework. They tend to cluster near the TR and GS equi-
librium lines, where neither reaction is excessively penalized
in favor of the other. Most also favor GS slightly, which is
sensible given that the lower-temperature GS reaction is
more likely to suffer from slow kinetics. We conclude that, in
general, if one step of the cycle must be thermodynamically
unfavorable, the TR reaction should be selected since it will
more likely have fast kinetics and can be enhanced by low-
pressure conditions.

At this point it is important to recognize that until we add
specific redox data points to Fig. 3, all steps in our analysis
have been entirely general. The material-specific thermody-
namic data to which we have access allow us to model TR
and GS reactions between stoichiometric line compounds;
however, it is a simple matter to include data on this plot for
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FIG. 2. �Color online� Temperature ranges in which TR �at 1
atm pressure� and GS are thermodynamically favorable, for a set of
reasonable �Sreduction=SMOx−1 −SMOx values. This solid-state en-
tropy delta can, if it is large and positive, broaden the window in
which TR and GS are both favorable.
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nonstoichiometric systems or solution phases. This possibil-
ity is discussed more in a later section. We show in Fig. 3
that none of the considered reactions achieve the proper
combination of �Hreduction and �Sreduction needed to enable
favorable TR and GS energetics. However, we note that
�Sreduction serves to open the ideal window for values greater
than 10 cal/0.5 mol O2 K. Achieving a large positive
�Sreduction will be nontrivial since MOx−1 has fewer atoms
than MOx �and hence, fewer vibrational degrees of freedom�
but Fig. 3 shows that even a few binary oxides already have
�Sreduction�0. Phase transformations have the potential to
contribute to �Sreduction, although even melting of MOx−1
�which occurs in many of the points plotted in Fig. 3� does
not supply the necessary �Sreduction�10 cal /0.5 mol O2 K.
Furthermore, phase transitions may lead to great engineering
challenges for reactor design. Thus, an open challenge for
the oxide-based gas-splitting community is to identify or de-
velop materials that possess a large positive �Sreduction and
also a corresponding �Hreduction based on Eqs. �13� and �14�.
Finally, brackets on select points in Fig. 3 are used to dem-
onstrate the generally very slight temperature dependences of
�Hreduction and �Sreduction, corroborating our earlier
temperature-independent assumption for these properties.

IV. FIRST-PRINCIPLES PREDICTION OF
GAS-SPLITTING THERMODYNAMICS

Since, as we have discussed above, much room exists for
improving the materials thermodynamics of gas-splitting

cycles, a method for efficiently screening proposed gas-
splitting materials is desirable. We next apply DFT calcula-
tions to the problem of predicting the �Hreduction and
�Sreduction for gas-splitting materials, such that new materials
can be added to the thermodynamic map of Fig. 3.

A. Computational methods

All DFT �Refs. 30 and 31� calculations were performed
with the Vienna ab initio simulation package �VASP�.32,33 We
used the Perdew-Wang 1991 �PW91� parametrization34 of
the generalized gradient approximation �GGA� to the DFT
exchange-correlation functional. The atomic potentials we
employed were constructed with Blöchl’s projector aug-
mented wave method;35,36 the Mg potential treats semicore p
electrons as part of the valence. All calculations involved a
550 eV energy cutoff for the plane-wave basis set and a
gamma-centered k-point mesh at a density of 4000 points per
reciprocal atom for semiconductors and insulators or 10 000
points per reciprocal atom for metals. Occupancies for elec-
tronic states were generally determined using Methfessel-
Paxton smearing37 with a width of 0.2 eV. Forces were con-
verged to within a very stringent 5 meV /Å and to further
improve the accuracy of the forces, an additional, denser
support grid was introduced for augmentation charges. Fi-
nally, the interpolation scheme of Vosko et al.38 was em-
ployed for the PW91 correlation functional.

Reaction enthalpies were determined from DFT total-
energy calculations. Each material’s 0 K enthalpy was cor-
rected for zero-point energy and adjusted with temperature
based on its predicted heat capacity, using the results of our
phonon calculations. Because GGA is known to significantly
overestimate the binding energy of O2, a correction of
+1.36 eV as calculated in the VASP-PW91 work of Wang et
al.39 was applied to our O2 enthalpy. The enthalpy of O2 was
made a function of temperature using experimental data24

that was extrapolated down to 0 K. Vibrational entropies
were determined using the Alloy Theoretic Automated
Toolkit40 by integrating each material’s phonon density of
states. Other contributions to the total entropy were ne-
glected, which we find to be a robust assumption. We used
the frozen phonon method41,42 and the quasiharmonic
approximation43 to populate the dynamical matrix, which
was then diagonalized to yield phonon modes. Within the
quasiharmonic approximation, two unit-cell volumes were
considered besides the equilibrium volume, with a maximum
strain of 0.04 in each direction. Atomic displacements of
0.1 Å were considered. Periodic neighbors of each displaced
atom were kept at least 7.5 Å apart or, in the case of SiO2,
10 Å apart; these criteria determined the supercell size for
each material. Energy and force convergence for each mate-
rial were ensured by examining a representative supercell
that included an atomic displacement �as opposed to the bulk
material�; a higher energy cutoff of 650 eV and a threefold-
denser k-point mesh were separately tested. For each mate-
rial, the absolute supercell energy did not change by more
than 4 meV/atom and the magnitudes of the forces on each
atom did not change by more than our convergence criterion
of 5 meV /Å.
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FIG. 3. �Color online� Regions of favorable TR �below indicated
TR line� and GS �above indicated GS lines� thermodynamics plot-
ted in terms of materials properties �Sreduction and �Hreduction, as-
suming TR at 2000 K and GS at 1000 K. The thermodynamics of
105 elemental oxide cycles are calculated at an intermediate tem-
perature of 1500 K �or the next-highest available temperature in 100
K increments� from the SSUB3 database at 1 bar �Ref. 24� or in the
case of Fe and its oxides from NIST �Ref. 28�. Labeled cycles have
generated significant interest in the literature. Brackets on those
materials’ points indicate the small effects of changing the assumed
1500 K temperature by �200 K �exceptions due to limited data:
Fe3O4 range 1300–1600 K, CdO range 1200–1400 K, and ZnO
range 1300–1600 K�. All the indicated materials except CeO2 move
left at higher temperatures.
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B. Computational results

As a proof of principle, we apply DFT calculations to the
gas-splitting pairs MgO-Mg, Al2O3-Al, SiO2-Si, and
GeO2-Ge. We point out that these materials were selected not
for their efficacy in gas splitting but rather for the sake of
demonstrating the practicality of our framework. We note
that transition-metal and rare-earth oxides suffer from inac-
curacies within standard DFT, necessitating approaches such
as DFT+U �Refs. 44 and 45� or hybrid functionals.46,47 The
intricacies of treating these correlated metal oxides within
even the well-established DFT+U formalism remain the sub-
ject of active research.48,49 As a result, we defer to a future
work the application of our framework to these much more
challenging materials.

The results of our calculations are shown in Fig. 4. Figure
4�a� compares experimental data24 to first-principles results
at the highest temperature possible before any phase transi-
tions occur. We note that, under such conditions, the agree-
ment between experiment and theory is excellent, even at
temperatures approaching or exceeding 1000 K. Figure 4�b�
contains reaction energetics at 1500 K, such that it is directly
comparable to Fig. 3. Here we point out one difficulty in
predicting very high-temperature thermodynamic properties
from 0 K electronic structure calculations. Such calculations
do not, in general, incorporate the effects of phase changes in
the materials. Figure 4�b� shows the largest errors for
MgO-Mg and Al2O3-Al; in these cycles, the metals exist
experimentally as liquids at 1500 K. The experimental data
thus include the heat and �more importantly� entropy of melt-
ing while the calculations do not. The smaller-magnitude
thermodynamic effects of solid-state phase transitions, which
appear in the experimental SiO2-Si and GeO2-Ge data at
1500 K are less problematic. Despite the influence of phase
transitions, the calculated data in Fig. 4�b� are certainly suf-
ficiently accurate, in light of the scale of the ideal thermody-
namic window in Fig. 3, for the present computational meth-
odology to serve as an effective screen for candidate gas-
splitting materials.

V. EFFECTS OF OFF-STOICHIOMETRIC OXIDES,
SOLUTION PHASES, AND MULTISTEP

DECOMPOSITIONS

Here we comment on the full applicability of our analysis
to more complex situations than the reduction and oxidation
of stoichiometric line compound oxides. This discussion is
motivated by the work of Allendorf et al.,18 who considered
the thermodynamics of doped ferrite spinel water splitting.
Their investigation showed that allowing only the ideal, stoi-
chiometric line compound FeO as a potential decomposition
product for Fe3O4 led to quantitatively inaccurate predictions
of Fe3O4 decomposition temperature, and emphasized the
significance of including solution phases rather than only
line compounds in thermodynamic modeling. We now show
that the conclusions of Allendorf et al. are compatible with
the present analysis.

Throughout this analysis, in keeping with our objective of
generality, we do not exclude any potential decomposition
products in favor of others. We do not assume in the form of
our initial Eqs. �1� and �2� that Fe3O4, for example, decom-
poses strictly to 3FeO during TR. Without altering our
framework or its conclusions, we can write MOx−	 to repre-
sent any number of compounds or solutions that, all together,
are reduced by 	

2 mol O2 relative to MOx. Our analysis thus
applies to any oxygen-evolving step in the potentially com-
plex real-world chain of reactions by which Fe3O4 is re-
duced. One step could, for example, include solution phases
via oxygen substoichiometry,

Fe3O4 → Fe3O4−	 +
	

2
O2. �16�

�Hreduction and �Sreduction will then be functions of 	 but the
framework we have developed still applies for each value of
	. Then, once the oxygen solubility limit in Fe3O4 is reached
at some 	critical, the spinel compound decomposes into a pre-
sumably oxygen-rich FeO phase,
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FIG. 4. Enthalpies and entropies of reduction for four selected gas-splitting cycles. Scale is identical to that of Fig. 3. �a� Experimental
and first-principles calculated values for the highest possible temperature �in 100 K increments; indicated next to the data points� before
either member of each pair undergoes a phase transition. �b� Experimental and first-principles values, all at 1500 K, directly comparable to
Fig. 3.
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Fe3O4−	critical
→ 3FeO1+
 +

�4 − 	critical − 3 − 3
�
2

O2.

�17�

Clearly, our analysis may still be applied to these more com-
plex and realistic scenarios. Indeed, the only point at which
we apply the notion of a stoichiometric line compound ap-
proximation is when we add specific materials to Fig. 3 using
thermodynamic data. Given such data for any solution
phases of interest �e.g., the thermodynamics of Eq. �16� or
Eq. �17��, those phases could be readily added to the plot as
well. Furthermore, if a gas-splitting material decomposes by
a multistep pathway, the above results apply to any particular
oxygen-producing TR step and its corresponding gas-
splitting step.

VI. CONCLUSION

In this chemical thermodynamic analysis of oxide-based
H2O and CO2 splitting, we show that useful general conclu-
sions can be derived for two-step cycles without limiting
applicability to a particular material. We found that the quan-
tities �Hreduction and �Sreduction, which represent the enthalpy
and entropy differences between reduced �MOx−1� and non-
reduced �MOx� materials participating in gas splitting, to-
gether determine the thermodynamic performance of cycles
based on those materials. A material with a very large
�Sreduction could, if it also had an appropriate �Hreduction,

operate with favorable TR and GS thermodynamics and po-
tentially represent a dramatic improvement over present wa-
ter and carbon dioxide-splitting materials. Our identification
of these ideal materials properties motivated our develop-
ment of a first-principles computational approach by which
we may predict the thermodynamic properties of nominally
any gas-splitting cycle. We demonstrated that density-
functional theory-based total-energy and frozen phonon cal-
culations can provide reasonable descriptions of oxide ther-
modynamics even at the extremely high temperatures
involved in gas splitting. Thus, we propose that the compu-
tational approach described here, in conjunction with the ma-
terial thermodynamics targets we derived, may be used to
efficiently screen gas-splitting cycles.
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